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Direct numerical simulations were performed for the transitional and turbulent natural-convection
boundary layer for air and water along a hot vertical flat plate. The numerical results for water well repro-
duce the vortex-like structures as observed experimentally in the thermal field for a high Prandtl-number
fluid. When the calculated values are evaluated with the integral thickness of the velocity boundary layer
as a length scale, the turbulence statistics such as heat transfer rate, mean velocity, mean temperature,
intensity of velocity and temperature fluctuations, Reynolds shear stress and turbulent heat fluxes corre-
spond relatively well with those obtained from the experiments for space-developing flows. This shows
that the time-developing direct numerical simulation of the natural-convection boundary layer can pro-
vide details that are difficult to obtain in experiments. These data are of great importance to understand
the turbulence structures.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

The turbulent natural-convection boundary layer along a hot
vertical flat plate serves as a basic example of the typical turbu-
lence in thermally driven flows, which occur in many environmen-
tal, industrial and engineering applications. The analysis of this
boundary layer is important not only to clarify the heat transfer
mechanisms but also to evaluate the basic structures of turbulent
buoyancy-driven flows.

The fundamental characteristics of the turbulent natural-con-
vection boundary layer along a hot vertical plate, such as heat
transfer rates, mean velocity and mean temperature profiles, were
extensively investigated by many researchers [1–15]. In some of
these studies advanced measurements and flow visualizations
have been conducted using various experimental techniques. The
turbulence characteristics of the natural-convection boundary
layer turn out to differ from those observed in forced-convection
boundary layers in several respects.

However, some essential features of the transitional and turbu-
lent boundary layer are still not sufficiently understood due to the
difficulty in obtaining reliable experimental data for all turbulence
quantities. Therefore, it is expected that some lacking data in the
experiments could be compensated for by applying numerical
analyses. There are several numerical approaches for the turbulent
natural-convection boundary layer [16–18], but all of them provide
ll rights reserved.
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only turbulence statistics calculated with various turbulence mod-
els. Under such circumstances, it is impossible to reveal the turbu-
lence structures in the natural-convection boundary layer.

Recently, direct numerical simulations have been actively uti-
lized to analyze various flows and heat transfer phenomena and
are of assistance to comprehend the turbulence characteristics. For
forced convection, turbulent flows in channels and pipes have been
extensively calculated using various numerical approaches, and the
information difficult to be obtained in experiments are acquired for
the velocity and thermal fields [19–22]. Also for natural convection,
the direct numerical simulations of turbulent flows between two
infinite, differentially heated vertical plates have been performed
to evaluate the scaling behavior of turbulence statistics [23,24].
However, these studies only concern the internal flows satisfying
the periodic boundary condition in the streamwise direction. If a di-
rect numerical simulation is performed for external flows such as
forced- and natural-convection boundary layers spatially develop-
ing in the streamwise direction, it requires a considerable computa-
tional effort. That is, the space-developing numerical approach
needs huge storage capacity and computation time. Therefore, to re-
duce the computational effort significantly, instead of using the spa-
tial approach, we simulated the turbulent natural-convection
boundary layer along a hot vertical plate under time-developing
conditions. Although the time-developing approach was employed
to simulate a decelerated wall-bounded shear flow [25], hypersonic
turbulent boundary layers [26] and so on, no direct numerical simu-
lation has so far been conducted for the turbulent natural-convec-
tion boundary layer along a hot vertical plate (neither with the
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Nomenclature

cp specific heat at constant pressure, kJ/(kg K)
g gravitational acceleration, m/s2

Grd Grashof number based on integral thickness d, gbDTwd3

m2

h heat transfer coefficient, W/(m2 K)
Nud Nusselt number based on integral thickness d, hd/k
p pressure, Pa
Pr Prandtl number, lcp/k
Red Reynolds number based on integral thickness d, U1d/m
T mean temperature, �C
t instantaneous temperature, �C
t0 temperature fluctuation, �C
U mean streamwise velocity, m/s
u instantaneous streamwise velocity, m/s
u
0

streamwise velocity fluctuation, m/s
ui instantaneous velocity in xi direction, m/s
v instantaneous transverse velocity, m/s
v0 transverse velocity fluctuation, m/s
w instantaneous spanwise velocity, m/s
x distance from leading edge of flat plate, m
xi coordinate in tensor notation, m
y distance from wall, m
z spanwise distance, m

Greek symbols
a thermal diffusivity, m2/s
b coefficient of volume expansion, 1/K

DTw temperature difference between wall and ambient,
Tw � T1, �C

d integral thickness of the velocity boundary layer,R1
0 U=Umdy;m

dh integral thickness of the thermal boundary layer,R1
0 hdy, m

h dimensionless temperature, (t � T1)/DTw

k thermal conductivity, W/(m K)
l viscosity, Pa s
m kinematic viscosity, m2/s
q density, kg/m3

s time, s
sw wall shear stress, Pa
x vorticity component in spanwise direction, 1/s

Superscripts
* normalized variables with d0 and m
� time-averaged quantities for experimental statistics and

ensemble-averaged quantities for analytical results

Subscripts
m maximum value
w wall condition
0 initial condition
1 ambient condition
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Fig. 1. Calculation domain and coordinates.
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spatial nor with the temporal approach). The numerical results will
provide information that is very difficult to obtain from experiments.
However, structures found from time-developing flows still need to
be properly converted to those relevant for space-developing flows.

In the present study, time-developing direct numerical simula-
tions for the turbulent natural-convection boundary layers both for
air and water along a hot vertical flat plate have been performed.
By employing the integral thickness of the velocity boundary layer
as a length scale, the numerical results are compared with the tur-
bulence statistics experimentally obtained by Tsuji and Nagano
[10–12] for air and by Tsuji and Kajitani [15] for water in the
space-developing boundary layer. In this way, it is confirmed that
the turbulence characteristics of the space-developing natural-
convection boundary layer can be predicted to some extent with
a time-developing direct numerical simulation.

2. Numerical procedure

We consider the time-developing boundary layer flow induced
by heating an infinitely long vertical flat surface at a uniform
temperature from a given time onward. The calculation domain
and coordinates are shown in Fig. 1. The coordinates in the vertical,
wall-normal and spanwise directions are x, y and z, respectively, and
the instantaneous velocities u, v and w are specified in the relevant
directions. The symbol d0 is the initial value of the integral thickness
of the velocity boundary layer. As will be described in more detail
below, this initial value represents the laminar boundary layer.
The wall and ambient temperatures, Tw and T1, are assumed to be
constant. The boundary layer thickness develops over time from
about 4d0 in the laminar flow regime to about 40d0 in the turbulent
flow regime. Therefore, the computational domain is set up as 20pd0,

60d0 and 20pd0 in the x, y and z directions, respectively.
The dimensionless governing equations expressing the conser-

vation of mass, momentum and energy with the Boussinesq
approximation can be written in the tensor notation as follows:
@u�i
@x�i
¼ 0 ð1Þ

@u�i
@s�
þ u�j

@u�i
@x�j
¼ � @p�

@x�i
þ @

2u�i
@x�2j

þ Grd0 h ð2Þ

@h
@s�
þ u�j

@h
@x�j
¼ 1

Pr
@2h

@x�2j

ð3Þ

Here, Grd0 = gbDTwd0
3/m2 is the Grashof number based on d0, the

superscript ‘*’ denotes variables that have been made dimensionless
with d0 and m, and h is the dimensionless temperature defined as
h = (t � T1)/DTw.
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Periodic boundary conditions are applied for the x* and z* direc-
tions and the boundary condition in the y* direction is provided as
follows:

y� ¼ 0 : u� ¼ m� ¼ w� ¼ 0; h ¼ 1;
y� ¼ 60 : u� ¼ m� ¼ w� ¼ h ¼ 0 ð4Þ

The momentum and energy equations were discretized by the sec-
ond-order accurate central difference scheme on staggered grids.
The calculation of the flow field was advanced with a fractional-step
method. The second-order Adams–Bashforth time discretization
scheme was adopted to calculate the convective and advective
terms and the second-order Crank–Nicolson scheme was used for
the viscous, diffusion and buoyancy terms. A nonuniform grid was
employed in the y* direction and uniform grids were used in the
x* and z* directions. The calculations were mainly conducted with
(128, 200, 128) grid points in the (x*, y*, z*) directions and the
dimensionless time step was set to 2 � 10�5. The numerical calcu-
lation was carried out on the INTEL CORE 2 QUAD EXTREME proces-
sor of speed 2.66 GHz and the computation time was about 40 h to
accomplish fully developed turbulence (the number of time steps
was set to 102,400).

At the beginning of the calculation, the laminar velocity and
temperature profiles were given as initial values. For the time-
developing laminar boundary layer on an infinite flat plate, the
analytical solutions under the various thermal boundary condi-
tions were given in tabular form by Schetz and Eichhorn [27]. After
the temperature of the vertical wall has been instantaneously in-
creased from h = 0 to h = 1 at time zero, the velocity and tempera-
ture profiles can be expressed as follows:

Pr – 1 : u� ¼ 4Grd0s�

1� Pr
i2erfc ðgÞ � i2erfc

gffiffiffiffiffi
Pr
p
� �� �

ð5Þ

Pr ¼ 1 : u� ¼ 2Grd0s
�g ierfc ðgÞ ð6Þ

h ¼ erfcðgÞ ð7Þ

Here, g ¼ y=2
ffiffiffiffiffiffi
as
p

and erf(g) is the error function of g, erfc
(g) = 1 � erf (g), ierfc ðgÞ ¼ expð�g2Þ=

ffiffiffiffi
p
p
� g erfc ðgÞ and i2erfc

(g) = (1/4)[erfc (g) � 2g ierfc (g)]. Eqs. (5) and (7) were used as
the initial profiles of the laminar boundary layer at Grd0 = 3000
and very small disturbances were added to induce the transition
to turbulence.

In general, the calculated results for time-developing flows can-
not directly be compared with those obtained for space-developing
flows. To make a meaningful comparison, an appropriate length
scale that is common for both flows is required. Therefore, we
adopted the integral thickness of the velocity boundary layer d as
a length scale defined by:

d ¼
Z 1

0
U=Umdy ð8Þ

Here U is the mean velocity, found by averaging the velocity in the
(x–z) plane, and Um is the maximum mean velocity in the boundary
layer. This length scale d was previously used by Vliet and Liu [4]
and Tsuji and Nagano [12] to present experimental results of the
natural-convection boundary layer.

Before showing the numerical results for the turbulent bound-
ary layer, we determine the suitability of a correlation with the
integral thickness of the velocity boundary layer for the space-
and time-developing laminar boundary layers. The dimensionless
velocity profile (ud/m)/Grd and the dimensionless temperature pro-
file h are shown against y/d in Fig. 2 for the laminar boundary layer
of air (Pr = 0.71). The relation between ðux=mÞ=Gr1=2

x and ðy=xÞ=Gr1=4
x

(here, x is based on the distance from the leading edge of a hot ver-
tical plate), which is often used to express the similarity of the lam-
inar velocity profile in the space-developing boundary layer, is
equivalent to the coordinates shown in Fig. 2.
As can be seen in Fig. 2, the velocity and temperature profiles
for the time-developing laminar boundary layer in air correspond
well with those for the space-developing laminar boundary layer.
Note that the difference in the temperature profiles between the
time- and space-developing flows becomes much smaller when
the integral thickness of the thermal boundary layer dh ¼

R1
0 hdy

is used to normalize y in the abscissa axis. However, the discrep-
ancy between the velocity profiles of the time- and space-develop-
ing flows arises with use of dh.

Thus, it is anticipated that the direct numerical simulation of
the time-developing boundary layer will provide relevant informa-
tion about the turbulence characteristics of the natural-convection
boundary layer, when the numerical results are presented with the
integral thickness of the velocity boundary layer as a length scale.

3. Results and discussion

Direct numerical simulations were conducted by adding various
initial disturbances having less than 1% of the intensity of the
streamwise velocity fluctuations observed in the turbulent bound-
ary layer. However, these small initial disturbances had a signifi-
cant effect on the calculated results. In fact, the turbulent
statistics obtained by averaging instantaneous quantities over the
(x*–z*) planes parallel to the wall depend on the initial distur-
bances. Therefore, we show the following turbulence statistics as
ensemble averaged values of several iterations with different ini-
tial disturbances and compare them with the experimental results
for the space-developing flows by employing the integral thickness
of the velocity boundary layer. The calculations were also per-
formed by using both the double number of grid points in the x
or z direction and the half of the time step, but there is a little dif-
ference among these results, such as for the fluctuation of turbu-
lent statistics averaged over the (x*–z*) planes parallel to the wall.

3.1. Heat transfer rate, wall shear stress and transition behavior

Simulation results for the wall heat transfer in the natural-con-
vection boundary layer along a hot vertical plate for air (Pr = 0.71)
and water (Pr = 6.0), for laminar, transitional and turbulent condi-
tions, are compared with available experimental data in Fig. 3.
Shown is the relation between the Nusselt number Nud and the
Grashof number Grd based on the integral thickness d. In the lam-
inar region, Nud values for the time-developing flow become some-
what lower than those for the space-developing flow, namely
Nud = 0.96 versus Nud = 1.09 for air, and Nud = 1.76 versus
Nud = 2.08 for water, respectively. If the Nusselt number is evalu-
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ated with the integral thickness of the thermal boundary layer dh,

the difference between the values for the space- and time-develop-
ing flows becomes smaller, as previously mentioned for the tem-
perature profile shown in Fig. 2.

The transition behavior in air corresponds well with the exper-
imental data of Tsuji and Nagano [10]. In the turbulent region, Nud

for air varies proportionally to Gr1=3
d , and agrees well with the

empirical formula Nud = 0.107Gr1=3
d proposed by Tsuji and Nagano

[10]. On the other hand, the Nusselt number in the turbulent re-
gion for water coincides well with the experimental data (Vliet
and Liu [4], Tsuji and Kajitani [15]) and is relatively close to the
empirical formula Nud ¼ 0:236Gr1=3

d suggested by Fujii et al. [5]
for natural convection along a vertical circular surface. It should
be noted that the critical Grashof number based on the integral
thickness of the velocity boundary layer, which indicates the tran-
sition to turbulence, is about 104 both for air and water.

The dimensionless wall shear stresses of the turbulent natural-
convection boundary layers both in air and water are presented in
Fig. 4, which shows sw/(qgbDTwd) versus Grd. In the laminar region
for air, the wall shear stress becomes slightly lower than that for
the space-developing flow, namely sw/(qgbDTwd) = 0.306 versus
sw/(qgbDTwd) = 0.313. When the transition to turbulence occurs,
the value of wall shear stress gradually approaches the empirical
formula sw=ðqgbDTwdÞ ¼ 1:01Gr�2=9

d in the turbulent region pro-
posed by Tsuji and Nagano [10], although it becomes somewhat
larger than the measurements. This discrepancy may be related
to the peculiar turbulence characteristics experimentally observed
very near the wall of the natural-convection boundary layer [13],
which will be mentioned later. The wall shear stress for water var-
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Fig. 4. Wall shear stresses in the natural-convection boundary layer for air
(Pr = 0.71) and water (Pr = 6.0).
ies in a similar way as for air, but some discrepancy between the
time- and space-developing flows appears in the laminar region,
namely sw/(qgbDTwd) = 0.260 versus sw/(qgbDTwd) = 0.227.

For the transition behavior of the natural-convection bound-
ary layer in water, the variations of the isotherms and vorticity
in the (x*–y*) plane obtained from the direct numerical simula-
tion are presented in Fig. 5(a). Fig. 5(b) shows the transition
behavior of the thermal boundary layer in spindle oil (Pr � 70)
experimentally observed with an optical method by Fujii et al.
[5]. Despite the difference in Prandtl number, the variations of
the thermal field for water and spindle oil bear a close resem-
blance with each other, i.e. with the progress of transition, the
thermal boundary layer shows the shedding of plumes whereas
periodic vortex-like excitations occur in the outer region of the
boundary layer. Finally the whole of the thermal field changes
to turbulence. Fujii et al. [5] suggested that a similar transition
behavior would also emerge in water, and that is exactly what
the direct numerical simulation shows. However, such periodic
vortex-like excitations do not clearly appear in the calculated re-
sults for air and the vorticity is distributed irregularly after the
commencement of the transition (not shown in the figure). Con-
sequently, the transition to turbulence in air seems to be more
rapid than that in water, which may result from the difference
between the thickness of the thermal boundary layers in air
and water against the thickness of the velocity boundary layer.
The appearance of vortex-like excitations in the thermal bound-
ary layer is expected to become more pronounced for high Pra-
ndtl-number fluids.

3.2. Mean velocity and temperature profiles

The profiles of the mean velocity in the natural-convection
boundary layer for air, normalized by the maximum mean velocity
Um, are plotted in Fig. 6, and they are compared with the measure-
ments for the space-developing flow by Tsuji and Nagano [11]. The
abscissa is the dimensionless wall-normal distance y/d. The veloc-
ity profiles calculated at those Grashof numbers that approxi-
mately correspond to the experiment agree very well with the
experimental data in the turbulent boundary layer. The predictions
for the mean temperature profiles in the natural-convection
boundary layer in air normalized by DTw are compared with the
measurements of Tsuji and Nagano [11] in Fig. 7. Again, the agree-
ment is very good.

The predicted and measured mean velocity and mean tempera-
ture distributions in the natural-convection boundary layer in
water are shown in Figs. 8 and 9, respectively. Note that the mean
velocity profile measured by Tsuji and Kajitani [15] has no data
points very near to the wall due to the difficulty of obtaining such
data with a PIV (particle image velocimetry). The agreement be-
tween the calculations and measurements for the velocity and
thermal fields is relatively good when choosing approximately
the same Grashof number.

3.3. Intensities of velocity and temperature fluctuations

The intensities of the velocity fluctuations u0 and v0, normalized
by the maximum mean velocity Um, in the turbulent boundary
layer both in air and water are shown in Figs. 10 and 11, respec-
tively. Comparison is made with the measurements of Tsuji and
Nagano [11] for air and Tsuji and Kajitani [15] for water. Although
there exists some discrepancies between the calculations and the
measurements for the wall-normal velocity component very near
to the wall, the general shapes of these profiles are in good agree-
ment. For example, the maximum intensity of these velocity fluc-
tuations occurs at the location y/d � 0.8 beyond the maximum
mean velocity location.



Fig. 5. Visualization of the transition process in the (x–y) plane.
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Fig. 12 presents the intensity of the temperature fluctuation t0 in
the turbulent boundary layer both for air and water. The direct
numerical simulations agree with the experimental results of Tsuji
and Nagano [11] for air and of Tsuji and Kajitani [15] for water.

3.4. Reynolds shear stress and turbulent heat fluxes

The profiles of the Reynolds shear stress u0m0 both in air and
water normalized with the maximum mean velocity Um are shown
in Fig. 13. The calculated values reasonably agree with the experi-
mental data (Tsuji and Nagano [11] for air and Tsuji and Kajitani
[15] for water) over the whole boundary layer region. In the
near-wall region, however, the numerical values become slightly
negative, whereas the measurements are nearly zero. As suggested
in the report of Tsuji et al. [13], there are peculiar characteristics in
the turbulent natural-convection boundary layer such that the di-
rect conversion from thermal energy to mechanical energy caused
by the velocity–pressure gradient correlation may contribute to
the generation of turbulent energy in the near-wall region. There-
fore, it is conjectured that the discrepancy between the calculated
values and measurements near the wall cannot be compensated
for when the Boussinesq approximation is used in the governing
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equations in direct numerical simulations. Instead, some other
numerical approaches may be needed. A similar profile in which
the Reynolds shear stress becomes negative near to the wall is
numerically obtained by Peeters and Henkes [18], who solved the
governing equations under the Boussinesq approximation with
Reynolds stress and turbulent heat flux equations incorporating
turbulence models.

Figs. 14 and 15 compare the numerically obtained results for
the dimensionless turbulent heat fluxes both in air and water with
the measurements (Tsuji and Nagano [11] for air and Tsuji and
Kajitani [15] for water). As seen in Fig. 14, the simulation of the
turbulent heat flux m0t0 in the wall-normal direction shows a simi-
lar behavior as the experimental results, and it is distinctively
found that the turbulent heat flux for water becomes much smaller
than that for air. This is due to an increase in the difference be-
tween the turbulence scales in the velocity and thermal fields for
water of high Prandtl number, and consequently indicates a de-
crease of heat transport accompanied with turbulent fluid motions.

For the streamwise turbulent heat flux u0t0 as shown in Fig. 15,
both the calculated and experimental results for water become
much smaller than those for air in the outer region beyond the
maximum mean velocity location. However, a clear distinction be-
tween the calculated and experimental results is observed for air in
the near-wall region. The profile obtained from the direct numeri-
cal simulation obviously has negative values, while measurements
become almost zero. A similar profile of the streamwise turbulent
heat flux can be also seen in the numerical study of Peeters and
Henkes [18]. This distinction may be attributed to the peculiar
characteristics in the near-wall region of the turbulent natural-
convection boundary layer as previously described for the behavior
of Reynolds shear stress. On the other hand, the numerical results
for water never show negative values, though it is not fully clear
why they cannot become negative as in the case of air. Such a
behavior of the streamwise turbulent heat flux for water, having
a high Prandtl number, may be caused by the interacting turbulent
velocity and temperature fluctuations having fairly different scales.

3.5. Observation of fluctuating velocity and thermal fields

The fluctuating streamwise velocity and temperature in the (y*–
z*) plane, for both air and water, are displayed in Figs. 16 and 17,
respectively. As shown in Fig. 16(a) and (b), the contours of the
fluctuating streamwise velocity for air are well correlated with
those of the temperature in the outer region beyond the maximum
mean velocity location (y* � 4.6). This is consistent with the profile
of streamwise turbulent heat flux shown in Fig. 15. In contrast to
this, the correlation between velocity and temperature contours
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Fig. 14. Profiles of wall-normal turbulent heat fluxes for air (Pr = 0.71) and water
(Pr = 6.0).
for water is poor over the whole boundary layer as seen in
Fig. 17(a) and (b). The contours of the fluctuating temperature
for water, as shown in Fig. 17(b), obviously become small in scale
and disperse over the whole boundary layer region compared with
those for air shown in Fig. 16(b).

The contours of the fluctuating streamwise velocity and tem-
perature in the (x*–z*) plane for both air and water, as observed
near the maximum mean velocity location (y/d � 0.07), are de-
picted in Figs. 18 and 19, respectively. The high- and low-speed re-
gions in the velocity field for air spindle in the streamwise
direction as seen in Fig. 18(a), while those for water intersect in
a different way as seen in Fig. 19(a). Such behavior becomes more
pronounced near to the wall (not shown in the figure). On the other
hand, the contours of the fluctuating temperature for water reveal
much more dispersion in the (x*–z*) plane as shown in Fig. 19(b).
This indicates that the average streamwise turbulent heat flux for
water will become lower than for air, as was indeed found in
Fig. 15.

4. Conclusions

As shown in the present study, time-developing direct numeri-
cal simulations with the Boussinesq approximation in the govern-
ing equations can give a general feature of the turbulent
characteristics of the natural-convection boundary layer along a
hot vertical plate, except for the behavior very near to the wall.
The time-developing approach as applied here is much more com-
putationally efficient compared to the space-developing approach.
More advanced direct numerical simulations on the basis of the ex-
act governing equations without the Boussinesq approximation are
required to provide numerical results consistent with the experi-
ments very close to the wall.

The following observations are made:

(1) When the integral thickness of the velocity boundary layer d
is used as a characteristic length scale, the calculated results
obtained with time-developing direct numerical simulations
can be correlated with measurements for space-developing
flows.

(2) Both in the direct numerical simulations and the experi-
ments, the transition to turbulence in the natural-convec-
tion boundary layer occurs at a Grashof number Grd of
approximately 104 both for air and water. The critical Gras-
hof number indicating the transition to turbulence depends
only slightly on the initial disturbances added to the laminar
boundary layer in the direct numerical simulations.



Fig. 16. Contours of the fluctuating temperature and velocity for air in the (y*–z*) plane (Pr = 0.71, Grd = 3.98 � 106).

Fig. 17. Contours of the fluctuating temperature and velocity for water in the (y*–z*) plane (Pr = 6.0, Grd = 4.02 � 106).

Fig. 18. Fluctuating temperature and velocity distribution for air in the (x*–z*) plane near the wall (Pr = 0.71, Grd = 3.98 � 106, y/d = 0.07).
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Fig. 19. Fluctuating temperature and velocity distributions for water in the (x*–z*) plane near the wall (Pr = 6.0, Grd = 4.02 � 106, y/d = 0.07).
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(3) When the transition progresses, the thermal boundary layer
in water shows the shedding of plumes and also vortex-like
excitations occur, until finally the whole of thermal field
changes to turbulence. Such a transition behavior agrees
well with the experiments for high Prandtl-number fluid.
However, the vortex-like excitations do not clearly appear
in the simulation results for air.

(4) For the turbulent natural-convection boundary layer of both
air and water, numerical statistics such as heat transfer rate,
wall shear stress, mean velocity and mean temperature pro-
files, intensity of velocity and temperature fluctuations and
Reynolds shear stress all agree fairly well with the experi-
mental data.

(5) The difference in the turbulence characteristics between air
and water occurs most clearly in the turbulent heat fluxes.
The turbulent heat fluxes for water become much smaller
than those for air due to the effect of the high Prandtl num-
ber. However, the direct numerical simulations might lack
accuracy here, as the Boussinesq approximation was used,
which seems to cause that the calculated streamwise turbu-
lent heat flux in air differs from the measurements in the
near-wall region.
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